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Principles of Cognition

Learning Principle  Whether the mind is engaged in initial learning, recall, or application, or combinations thereof, the mind functions with respect to what keeps coming back after deactivating interruptions. 


Glass, p. 189  Throughout life, learning is a function of the number of repetitions of the study item and the interval between the repetitions of the study item.      

0.  Attention Principles  The issue of involuntary attention underlies every aspect of cognition.  Involuntary attention can be arrested by familiarity, organization (such as a visual schema), and challenge.

Glass, p. 47  So to obtain detailed information about the visual world it is necessary for the eyes to move to fixation points of high information in the visual field.  As we have seen, there is an elaborate system to do just this that makes use of inputs of various kinds in order to control eye movements.  [In the vicinity of this statement in Glass, there is the record of eye movements from Yarbus, 1967, showing that on the human face, eyes and then mouth draw the attention of the observer, and thus appear to be the fixation points of high information.][Load limit issue: classroom seating]

Familiarity


Medin/Ross, p. 92  …the subject shadowing one channel in a dichotic listening experiment will nonetheless notice his or her name if it occurs in the non-attended channel.

Glass, p. 197  Speakers addressing young children go to great lengths to get the child to attend to what is being said.  They use the child’s name frequently, particularly at the beginning of an utterance.

Glass, p. 60  In the normal course of events you reach for things that you recognize and so voluntary actions are directed by perception.


Glass, p. 73  Sometimes a familiar larger pattern is easier to see than any of its pieces.  [Example: word superiority effect.] 

Glass, p. 173  On the other hand, familiar visual and auditory distracters are difficult to ignore.  


Glass, p. 174  Familiar inputs require less time to elicit working memory and hence have a better chance of slipping in when a competing task-relevant response is not being made.  


Glass, p. 197  …infants will listen longer to a familiar passage than an unfamiliar one.  

Organization

Glass, p. 235  …symmetrical geometric forms are universal focal instances.  The existence of focal instances shows how feature analysis guides category formation.  …there is a basic level at which people naturally divide the world into alternative categories.  This level maximizes the perceptual similarities among instances of the same category [generalization] as well as maximizing the differences between instances of different categories [discrimination].

Challenge


Glass, p. 48  More generally, the difficulty of the visual task and the intentions of the observer influence eye movements.

Load-Limit Principles  Limits exist on the amount of input that can be processed, and the amount of information that can be in a state of activation, at any given time.  Attention is given to meaning over details.
 
Glass, p. 244  What is learned from any situation depends on where your attention is directed.  When events are complicated, only some of the relationships about inputs comprising it may be learned.  


Anderson, p. 98   People can process multiple perceptual modalities at once or execute multiple actions at once, but they cannot think about two things at once.


Glass, p. 139  The attention system is sometimes described as a system of gates through which the perceptual input must pass.  By opening one gate and closing the others, a particular input may be selected for further processing.  


Medin/Ross, p. 27  In a classic paper George Miller (1956) noted that human short-term memory capacity seemed to conform to “the magical number seven, plus or minus two” chunks of information. [Italics in Medin/Ross.]


Glass, p. 284  The limit on the number of responses that can be generated from a single cue places a limit on the number of similar targets that can be recalled at one time.  


Medin/Ross, p. 176  Consequently, if immediately after seeing or hearing some to-be-remembered items a person is presented with additional items, these new items may enter short-term memory and, in effect, crowd out some of those earlier items he or she is trying to retain.


Glass, p. 158  When required to make two separate voluntary responses to two separate inputs in different modalities, most people give priority to the visual input.


Anderson, p. 207  The more facts associated with a concept, the slower retrieval of any one of the facts.


Glass, p. 157  It takes time to shift attention from one target to another even if they appear in the same location.

Glass, p. 119  However, working memory has a limited capacity.

Automaticity

Anderson 1980, p. 21  Attention is a very limited mental resource that can be allocated, at most, to a few cognitive processes at a time.  The more frequently that processes have been practiced, the less attention they require; eventually they can be performed without interfering with other cognitive processes.  [Automaticity]

Anderson, p. 100  As tasks become practiced, they become more automatic and require less and less central cognition to execute.  


Medin/Ross, p. 96  There is strong experimental evidence that practice does produce automaticity and a reduction in resource demands.  [Bold in Medin/Ross.]


Anderson, p. 103  Reading a word is such an automatic response that it is difficult to inhibit, and it will interfere with processing other information about the word.  [Downside.  Gearshifting practice to overcome]

Anderson, p. 282  The three stages of skill acquisition are the cognitive stage, the associative stage, and the autonomous stage. [*Skill: ability to perform a complex task with little attention.  Genius level requires at least ten years of practice.]


Anderson, p. 287  Performance of a cognitive skill improves as a power function of practice and only shows modest declines over long  retention intervals.

Action Principle  Voluntary action requires attention.


Medin/Ross, p. 87  Action determines attention.


Glass, p. 157  During the construction and execution of a voluntary act, irrelevant input is inhibited.  


Medin/Ross, p. 103  From the perspective of multiple goals and the need to coordinate and control action, attention becomes a positive enabler of intelligent action.


Glass, p. 159  How this [eye-fixation] system develops is our first example of how ordinary attention is controlled by a mixture of automatic perceptual-motor skills and voluntary actions.

Bottleneck Principle  The time needed to construct and execute a response is the usual limiting factor (bottleneck) on task performances that require responses to a sequence of targets.  Attention capacity is limited; automaticity (learned fast automatic response) eases pressure on attention limits.  Applications: arithmetic algorithms, solving equations, reading, writing, and music (sequences of targets) require automation of basic facts and processes, and distributed practice.


Glass, p. 163  We have already seen that the problem of the response bottleneck is overcome through the learning of fast automatic responses in what are called motor and perceptual skills.

Expectation Principle 


Glass, p. 151  …there is a third form of constraining the memory representations that is important in attention.  This is the observer’s expectation of the target, expressed as activation of the target representation and in inhibition of distracter representations.  

Inhibitor Principle  

Glass, p. ?  Recognition, action, and depression inhibit perceptual processing.

I.  Preliminary Development of Verbal and Visuospatial Potential


Glass, p. 195 and Medin/Ross, Chapter 10  [Environmental factors affect development of language in young children.]

Hartzler, p. 1  Development of visouspatial sense is correlated with ability in mathematics and is positively affected by environmental factors.
II.  Initial Learning

Imagination/Visualization Principles  Imagination and visualization can aid and hinder learning.  (Medin/Ross, pp. 157-162). 


Medin/Ross, p. 157  A great deal of evidence exists for the importance of images in performing various tasks.  


Anderson, p. 111  Imagined information is represented and processed in the ways that perceptual information is represented and processed.


Anderson, p. 219  When [students] elaborate on material at study, they tend to recall more of what they studied but also tend to recall inferences that they did not study.


Medin/Ross, p. 163  Thus, finding that the scanning effects are similar for blind [since birth] and sighted subjects suggests that there is no reason to believe a visual representation is necessary for imagery.  


Anderson, p. 221  Serious errors of memory can occur because people fail to separate what they actually experienced from what they inferred or imagined.

Bootstrapping Principle (distributed exposure) [First Draft Principle]  


Glass and Holyoak, 1986, p. 263:  The first time that a complex visual input is processed, the representation that is ultimately retained in memory is considerably simpler than its perceptual representation.  For example, often the first time you meet a person, visit a new location, or see a new picture in a book or art museum, you later can conjure up only a vague image of what you saw, though of course you perceived it perfectly clearly at the time.  On subsequent occasions when you see the same person, picture, or locale again, its perceptual representation reactivates the representations from previous exposures. And each time an additional, slightly more detailed representation, with a few more features, is retained in memory.  So a succession of exposures to the same input leads to a whole set of similar, successively more detailed representations in memory, until at some point there may be no new features to add.


Anderson 1980, p. 212  When facts are studied on multiple occasions, their encodings will be slightly different on each occasion.  An important factor determining the measure of difference among the various encodings is the measure of difference among the learning contexts on each occasion.  An obvious factor influencing the differences among the learning outcomes is the spacing over time of these contexts.  

Matthew Effect  Medin/Ross, p. 208  There is clear evidence that the ability to acquire new facts about some domain depends a great deal on what one already knows.  


Medin/Ross, p. 178  It is important to realize that chunking is a function of our prior knowledge.  What is meaningful depends on what we know, as well as what we are currently experiencing.  

III.
Recall Principles  Learning is remembered with the aid of review (reactivation after deactivation), association (organizational schemas, links to prior learning), and stress in benevolent levels.


Rapid recall is valued.  (See load limits and bottleneck principles.)

Medin/Ross, p. 172  Psychology gives memory a critically important status.  

Medin/Ross, p. 179  In some clever studies, they showed that short-term memory should not be thought of as a unitary storage area, but rather as a set of interactive temporary storage systems that are coordinated by a single central “executive.”……the verbal memory and visual memory for items are not part of a single storage system.


Hobson, p. 111  Very recent research indicates they [memories] are represented in neuronal activity patterns that are widely distributed throughout the brain; one piece of evidence to support this notion is that procedural memory in people and animals is not eliminated when damage occurs to any particular part of the brain.  


Medin/Ross, p. 166  …much can be remembered from very short exposures to visual stimuli.  …pictures are remembered better than words.


Medin/Ross, p. 195  Overall, the evidence favors the idea that memories are not lost, but that forgetting is instead due to retrieval difficulty.

Practice/Review  Deliberate practice (distributed practice, not drill) is critical in learning.


Anderson, p. 100  As tasks become practiced, they become more automatic and require less and less central cognition to execute.


Anderson, p. 282  The three stages of skill* acquisition are the cognitive stage, the associative stage, and the autonomous stage. 

[*Skill: ability to perform a complex task with little attention.  Genius level requires at least ten years of practice.]


Glass, p. 32  Even during the autonomous phase, practice on a skill continues to improve performance for years.


Anderson, p. 287  Performance of a cognitive skill improves as a power function of practice and only shows modest declines over long  retention intervals.

Anderson, p. 214  Learning redundant material [partly repetitious embellishment] does not interfere with a target memory and may even facilitate the target memory.  


Anderson, p. 175  Speed and probability of accessing a memory [are] determined by its level of activation, which in turn is determined by how frequently and how recently we have used the memory.   


Anderson, p. 189  As a memory is practiced, it is strengthened according to a power law.  


Anderson, p. 280  Through extensive practice we develop the high levels of expertise that are particularly important in dealing with demanding problems.


Anderson, p. 304  A great deal of deliberate practice is necessary to develop expertise in any field.


Glass, p. 393  …the level of achievement in piano, violin, ballet, chess, bridge, and athletics is predicted by sheer amount of deliberate practice.
Effects of practice on automaticity and speed:


Anderson, p. 434  Qualitative and quantitative developmental changes occur in cognitive development because of increases in both working memory capacity and rate of information processing.


Anderson, p. 449  Subjects who score high on reasoning ability are able to perform individual steps of reasoning more rapidly.


Glass, p. 250  …extensive practice produced an increase in the speed with which the subjects could access the relevant information in long-term memory.  


Anderson, p. 451  People of high verbal ability are able to rapidly retrieve meanings of words and have larger working memories for verbal information.


Anderson, p. 453  People with high spatial ability can perform elementary spatial operations quite rapidly and often choose to solve a task spatially rather than verbally.


Anderson, p. 454  Individual differences on general factors like verbal, reasoning, and spatial abilities appear to reflect the speed and ease with which basic cognitive processes are performed.


Medin/Ross, p. 172  Psychology gives memory a critically important status.  Memory is conceived as an extremely complex set of processes and mechanisms for accessing old knowledge and encoding new information.  It is inextricably involved in every cognitive task from the simplest to the most difficult…


Medin/Ross, p. 206-7  For the most part, research on memory is concerned with processes that are believed to be common to all normal individuals, at least beyond the very earliest stages of development.  Given the complexity of the brain and the relatively small range of differences in human memory ability, this approach seems a relatively reasonable one…we believe that the commonalities of human memory are much more striking than the differences…  The growing weight of evidence favors the idea that a great part of the individual differences we see in memory performance is a consequence of the strategies used and differences in prior knowledge.


Glass, p. 208  …the student had to try to repeat [say] the most recent nine-digit string during the pause…  These students could recognize the repeated string even after an hour delay filled with listening to other strings.  So it is necessary to generate a representation from memory in order to encode it as a long-term memory.  


Anderson, p. 191  Good memory for material results when it is processed more elaborately.

Stress


Anderson, p. 194  Study techniques involving question generation and question answering lead to better memory for text material.  [Benevolent level of stress; reprocessing.]


Glass, p. 193  The timing that is required for producing the sounds used in speech pushes the nervous system to the limit.  


Glass, p. 208  Short-term memory may be a byproduct of perception but long-term memory is a by-product of action.


Anderson, p. 197  Level of processing, and not whether one intends to learn, determines the amount remembered.

Glass, p. 128  An input that generates a large emotional response is marked as important and receives priority for encoding in memory.  [Success during an intimidating exam?]

Association


Glass, p. 245-251  [Memory is aided by association methods such as method of loci, pegword, natural-language mediation.] 

Anderson, p. 418  Memory for textual material is sensitive to the hierarchical and causal structure of that text and tends to be better when people attend to that structure.


Glass, p. 285  Repeated recall attempts only improve recall when the list or category items have been encoded in sufficient detail to be discriminated during identification.  [Pictures and visualized words over words for most.] 


Medin/Ross, p. 185  These elaborations provide a means of integrating and retaining information to the extent that they help relate the current information to our knowledge.

Medin/Ross, p. 182  …encoding effects [that affect recall]: levels of processing, memory for meaning, organization, and elaboration.  


Anderson, p. 195  More elaborate processing will result in better memory, even if that processing is not focused on the meaning of the material.  

Anderson, p. 236  Elaborative processing facilitates explicit memories [those that can be consciously recalled] but not implicit memories.


Anderson, p. 198  Information that people regard as important to them tends to be better remembered.  [But the question is, how does a teacher get students to remember what is not regarded as important?]

Medin/Ross, p. 185  Clearly, organization of the information at encoding can greatly improve memory performance.


Medin/Ross, p. 186  …recall is much higher if the person has a retrieval plan - an organized set of cues to use in helping to retrieve the information.


Glass, p. 282  What cue is effective will depend on how the individual’s knowledge is organized.  …What is important is that the person must find some strategy or combination of strategies for generating additional recall cues.  


Glass, p. 290  Given the hit-or-miss nature of cue generation for unorganized material, the basic factor influencing [cue] generation is the organization of the targets. 


Medin/Ross, p. 187  It is crucial that the same cues used for encoding information also be used for retrieving that information.


Glass, p. 284  The generation of targets from cues produces a recall function that has three ubiquitous features.  First, the number of additional items recalled decreases over time.  Second, the items are recalled in clusters.  Third, the clusters usually have no more than three or four items.  


Anderson, p. 223  Retrieval of information is facilitated if it is organized hierarchically.  [Bower; organizational schemas; association.]


Glass, p. 284  Therefore if what you know is poorly organized, then the results of an extended recall effort will inevitably diminish with time.


Medin/Ross, p. 173  …we need to access this knowledge quickly - and for this to happen, memory must be organized.


Medin/Ross, p. 208  Perhaps the largest source of individual differences in memory performance is differences in knowledge in a particular domain.  
Forgetting/Confusion


Anderson, p. 206  The strength of a memory trace decays as a power function of the retention interval.  [Time causes forgetting.]


Medin/Ross, p. 195  …the evidence for this forgetting with time is very easy to demonstrate and quite robust.


Anderson, p. 208  Learning additional associations to a stimulus can cause old ones to be forgotten.  [Further learning can inhibit memory.]


Anderson, p. 208  Material learned outside the laboratory [facts] can be interfered with by material learned in the laboratory [fantasy].  [Further learning causes confusion.]


Glass, p. 208  A short-term memory is a representation in memory that may be destroyed by the subsequent processing of similar representations.  [Further learning causes confusion.]


Anderson, p.  212  Forgetting is produced both by decay in trace strength and by interference from other memories.

Anderson, p. 229  People show better memory if their external contexts and internal states match at study and test.  [Also: recall is higher if study occurred while person was not intoxicated.]  [However: true learning is independent of context.]

Sleep Principles  


Medin/Ross, p. 196  The rate of forgetting was much greater when the subjects were awake than when they were asleep.  


Hobson, p. 115  We sleep, and the past day’s memories are reactivated as we dream, which changes their status; it advances them from short-term memory into long-term memory…


Callahan, p. 1  …scientists have found out that peaceful slumber apparently restores memories that were lost during a hectic day.

Manquet, p. 304  Experimental evidence now emerges to support anecdotal evidence that sleep can stimulate creative thinking. 

Modality Principles 


Glass, p. 215  Generally, any task that encourages dual encoding, by encouraging the visual imaging of the referents of words or the naming of pictures, increases learning.  

Anderson, p. 110  Verbal and visual information are processed by different parts of the brain in different ways.  


Glass, p. 158  You have distinct visual and auditory working memories.


Medin/Ross, p. 96  There is some evidence that auditory and visual tasks can be performed together more readily than two auditory tasks or two visual tasks (Wickens, 1980).  


Anderson, p. 130  We can convert verbal descriptions into rich cognitive maps of our environment.  


Glass, 215  Only those few inputs, to which additional attention is directed…are encoded.  [Verbal labels influenced witnesses in tests of visual discrimination, drawing, and sound recognition.]

IV.
Application Principles  Routine applications, creativity (new analogies), discovery, and problem-solving can be made accessible to nearly everyone by mastery of domain knowledge, modeling of processes and strategies (including re-representation and subgoals), initial efforts,  incubation time, and renewed effort.
General


Klahr, p. 216  The more creative the problem-solving, the more primitive the tools.  Perhaps this is why childlike characteristics, such as the propensity to wonder, are so often attributed to creative scientists and artists.  


Medin/Ross, p. 506  Much problem-solving involves reformulating the problem using information gained from failed solution attempts.

Problem-Solving


Anderson, p. 241  Procedural knowledge originates in problem-solving activity in which a goal is decomposed into subgoals for which the problem solver possesses operators.

Anderson, p. 259  Means-end analysis [planning] involves creating subgoals to eliminate the difference between the current state and the condition for applying a desired operator.


Anderson, p. 246  Problem-solving operators generate a space of possible states through which the problem solver must search in looking for a path to the goal.


Anderson, p. 247  Problem-solving operators can be acquired by discovery, by analogy to an example problem solution, or by direct instruction.


Glass, p. 364  The same generation process involved in recall and reasoning is also used to generate potential problem solutions.  


Anderson, p. 250  Analogy involves both noticing that a past problem solution is relevant and then mapping the elements from that solution to produce an operator for the current problem.


Anderson, p. 257  People experience difficulty in solving a problem at points where the correct solution involves increasing the differences between the current state and the goal [doing something that seems counterproductive].  


Anderson, p. 266  Successful problem solving depends on representing problems in such a way that appropriate operators can apply.


Anderson, p. 268  Functional fixedness refers to people’s tendency to represent objects as serving conventional problem-solving functions, thus failing to see them as serving novel functions.


Anderson, p. 275  Incubation effects occur when subjects forget [ignore?] the inappropriate strategies they were using to solve a problem.  
Science Discovery


Anderson, p. 3  Basic cognitive processes underlie great feats of intelligence such as scientific discovery.

Expertise in Problem Solving

Anderson, p. 301  Experts can recognize chunks in problems, which are patterns of elements that repeat over problems.


Anderson, p. 303  As people become more expert in a domain, they develop a better ability to store problem information in long-term memory and to retrieve it.  [Which is cart? horse?]


Medin/Ross, p. 506  These differences [between novices and experts] all depend on the experts’ greater domain knowledge.  Although we may learn how to better instruct people on general problem-solving strategies, acquiring extensive domain knowledge will still be crucial for becoming an expert.

Transfer


Anderson, p. 306  There is often failure to transfer skills to similar domains and virtually no transfer to very different domains.
 

Anderson, p. 308  There is transfer between skills only when these skills involve the same abstract knowledge elements.


Medin/Ross, p. 219  A crucial function of memory is not only to retrieve previously learned knowledge, but to retrieve relevant knowledge from which the desired information may be computed.

Anderson/Reder/Simon, p. 7  Depending upon the experimental situation and the relation of the material originally learned to the transfer material, there can be either large amounts of transfer, a modest amount, no transfer at all, or even negative transfer.  

Anderson/Reder/Simon, p. 7  Representation and degree of practice are critical for determining the transfer from one task to another, and transfer varies from one domain to another as a function of the number of symbolic components that are shared. 




Anderson/Reder/Simon, p. 7  The amount of transfer depends on where attention is directed during learning. Training on the cues that signal the relevance of an available skill may deserve much more emphasis than they now typically receive in instruction.


Anderson/Reder/Simon, p. 8  Abstract instruction can be quite effective. In unpublished research, Singley found that abstract instruction leads to successful transfer while concrete instruction can lead to failure of transfer. 

In the section above, you will also find these terms used: pattern, subgoal, memory, transfer, representation.

V.
Associative Networks Principle  The human mind tends to organize knowledge into associative networks, arranged hierarchically and with shared features of activation.

Anderson, p. 106  The study of knowledge representations is concerned with how we organize and use information in long-term memory.


Medin/Ross, p. 36  Retrieval begins when the initial input (…)activates units and activation spreads throughout the network.  Features that are unspecified in the input may nonetheless be activated or filled in.  [Italics in Medin/Ross.]


Anderson, p. 124  Visual images are organized hierarchically, with image parts or chunks organized within larger image parts or chunks.


Anderson, p. 132  Serial-order information is represented in a way such that information about the beginning elements is most available and such that we can serially search through the information.


Anderson, p. 135  Subjects organize long sequences of items hierarchically with sub-sequences as elements of higher-order sequence units.


Anderson, p. 156  Schemas represent concepts in terms of supersets, parts, and other attribute-value pairs [relationships].


Anderson, p. 186  Activation spreads throughout a network from presented items to activate associated memories.  


Glass, p. 209  Even when students are not told to learn a set of items in any particular order, if they learn them, they learn them as a sequential pattern.

Anderson, p. 191  Good memory for material results when it is processed more elaborately.


Anderson, p. 195  More elaborate processing will result in better memory, even if that processing is not focused on the meaning of the material.  

Meaning


Anderson, p. 139  After processing a linguistic message, people normally remember just its meaning and not its exact wording.  


Anderson, p. 142  When people see a picture, they tend to remember a meaningful interpretation of the picture.


Anderson, p. 143  Memory for detail is available initially but is forgotten rapidly, whereas, memory for meaning is retained.


Medin/Ross, p. 190  …semantic [meaningful] processing of words led to better memory than did processing for a rhyme.


Glass, p. 232  Most concepts corresponding to concrete objects are basically defined by perceptual representation.  Other categories are defined by their characteristic functions, or uses…Finally, kinship terms, such as mother, father, uncle, are all categories.


Glass, p. 337  …people are much more successful at reasoning about a meaningful rule than a logically equivalent arbitrary rule.  

Other terms in the above: remember, memory

Story 


Glass, p. 251  While the rehearsal group recalled a mere 13 percent of the words, the story groups recalled fully 93% of them.  


Glass, p. 292  When concepts form statements that form episodes that form stories, people can recall scores of details from a story they have heard once.  Given a sufficient degree of organization, there is no limit on the number of concepts that can be recalled upon request.


Glass, p. 303  Notice that the story hierarchy does not contain the exact words spoken, but the meanings of sentences encoded…
Other terms in the above: recall, meaning.

Chunking


Anderson, p. 147  Propositional analyses represent memory for complex sentences in terms of memory for simple, abstract propositional units.


Anderson, p. 392  Subjects process the meaning of a sentence a phrase at a time and maintain access to a phrase only while processing its meaning.


Anderson, p. 394  In processing a sentence, we try to extract as much information as possible from each word and spend some additional wrap-up time at the end of each phrase.  

Other terms above: memory, meaning.

Priming
  Activation of a logogen will partially activate an entire network of ideas (words, actions, objects, sensations) that are associated with that logogen.  Meaning primes better than features.


Glass, p. 256  All of the actors stressed the importance of identifying the underlying meaning and of explaining why the character said those exact words.  Apparently this type of active elaboration produces verbatim recall and makes line-for-line memorizing unnecessary.  


Glass, p. 151  Two kinds of priming have already been described: form priming at the feature analysis stage and semantic (meaningful) priming at the comparison stage of recognition.  Of these, semantic priming is the more important for attention because a set of targets is more likely to be related semantically than through shared perceptual features.  
Proximity Principle  Nearness in space, time, and appearance creates associations that may be useful, or may cause overgeneralization.


Medin/Ross, p. 37  Items that tend to appear together had positive or excitatory connections to each other and the more often items appeared together, the greater the strength or weight of the connection between them.  


Medin/Ross, p. 112  We tend to group things that are similar. 

Glass, p. 287  Studies show that both adults and children are better at remembering integrated patterns than separate pictures. 

VI.
Generalization/Discrimination Principles

Glass, p. 200  Categorization provides a powerful learning tool, because if you hear that a grackle is a bird, then you already know that it has feathers, a beak, and lays eggs, without ever seeing one.


Glass, p. 266-7  Both black and white American college students most accurately recognize the faces of the racial types with which that have had the most experience.  

Glass, p. 240  Reber (1976) found that subjects were actually more successful in learning a category when they simply memorized sample strings than when they actively examined the same set of sample strings and tried to figure out the rule system.  


Glass, p. 241  The natural category can be learned by visual induction but the artificial category requires verbal labeling.  

Glass, p. 165  The capacity of working memory is a positive function of the familiarity and relatedness of the inputs being maintained, but a negative function of their similarity.  
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   *Example:  Julia Stiles and _________ in Ten Things I Hate About You

       _______________ and Toby McGuire in Spiderman

       __________________ in Legally Blonde


____________________ and _____________ in 50 First Dates

Context Principle  Varied contexts (locations, time, examples) are needed for generalization and thus learning (e.g., c = d ).  Automaticity applies in a carefully selected context.  Students need practice in selecting contexts (gearshifting) so that automaticity does not lead to error and confusion.


Glass, p. 190  Distributed repetitions allow an input such as a word to be encoded in more than one context.  

Hobson, p. 111  There is a more positive reason for storing memories in a distributed way, too.  It makes us more versatile in associating data with as many contexts and skills as possible.


Glass, p. 265  What you want to be able to do is recognize objects and individuals regardless of their orientation to you or their context.  
*Similar actresses: Julia Stiles, Reese Witherspoon, Kirsten Dunst, Drew Barrymore; different: Jennifer Garner (brunette), Jennifer Anniston (TV), Nichole Kidman (not with romantic comedy), Meg Ryan (different generation), Angelina Jolie (brunette and action roles)  


Glass, p. 383-4  The subjects were asked to describe ways in which the stories were similar, thus encouraging them to combine the common elements into a single prototype.  When such subjects subsequently attempted to solve the radiation problem, they were much more likely to generate the parallel solution than were subjects who received just one prior story.  [Decontextualization; generalization]

Anderson/Reder/Simon, p. 5  …knowledge is more context bound when it is just taught in a single context.

Anderson/Reder/Simon, p. 5  …the psychological research literature is full of cases where mathematical competence has transferred from the classroom to all sorts of laboratory situations (sometimes bizarre--the intention was never to show transfer of mathematical skills…). 


Anderson/Reder/Simon, p. 6  Knowledge does not have to be taught in the precise context in which it will be used, and grave inefficiencies in transfer can result from tying knowledge too tightly to specific, narrow contexts.


Anderson/Reder/Simon, p. 7  Gick and Holyoak were able to increase transfer greatly just by suggesting to subjects that they try to use the problem about the general. Exposing subjects to two such analogs also greatly increased transfer.

Anderson/Reder/Simon, p. 9  Numerous experiments show combining abstract instruction with specific concrete examples is better than either one alone.

Making Sense Principle: The brain attempts to make sense (patterns, specifically) of perceptions of the world (generalization/discrimination).  


Glass, p. 9  Thus the brain imposes order and meaning on the chaos of sensation.


Anderson, p. 157  People will infer that an object has the default values for its category, unless they explicitly notice otherwise.


Glass, p. 68  …when the blind spots do line up the visual system fills in the spot with part of an image from an earlier fixation.  


Medin/Ross, p. 84  The most extreme efforts to get rid of meaning by using nonsense syllables only succeeded in showing how ingenious people can be in organizing highly impoverished situations.  


Anderson, p. 218  People will often judge what plausibly might be true rather than try to retrieve exact facts.  


Medin/Ross, p. 94  Individuals’ well-established habit of adjusting priorities so as to make sense out of what they hear leads them to extract the meaningful and in this case familiar message from the garbled input in spite of instructions to pay attention only to words coming over a particular channel.


Glass, p. 42  The most remarkable aspect of the discrepancies between the retinal image and perception is that usually it is perception, not your retinal sensation, which is veridical [accurate].  Your eyes lie, but your mind tells you the truth!


Glass, p. 52  So even lines that do not quite meet may form corners and shapes.  [Phenomenon of closure.]

VII.
Affective Issues/Outcomes

Emotion principles 

Glass, p. 128  An input that generates a large emotional response is marked as important and receives priority for encoding in memory.  [Success during an intimidating exam] 

Glass, p. 192  …the emotional content of voice always dominates word meaning. 


Glass, p. 176  Performance on easy tasks peaks at a higher arousal level than performance on difficult tasks… the more difficult the task, the lower the level of arousal at which performance is optimal.  (Yerkes-Dodson law.)  [Test anxiety application.] 

Glass, p. 127  The emotional component of recognition plays a role in attention, language learning, and reasoning.
Encouragement Principle  Suggestions and encouragement go farther than we think.  When we direct attention to a particular location, the entire perceptual system is directed toward the location.  Processing of inputs from other locations is inhibited.  Classroom application: use key location shifts to sustain attention.  


Glass, p. 158  …if people are given special instructions stressing that they should attend to the auditory input, the difference in the time it takes them to detect the visual and auditory targets is virtually eliminated.   

Glass, p. 210  Children who spontaneously rehearsed remembered the pictures more accurately than did the nonrehearsers.  But with a little instruction from the experimenter, the nonrehearsers could also be induced to rehearse; when they did so, their accuracy rose to the same level as that of the spontaneous rehearsers. 

Anderson/Reder/Simon, p. 7  Gick and Holyoak were able to increase transfer greatly just by suggesting to subjects that they try to use the problem about the general.

Anderson/Reder/Simon, p. 19   While there may be motivational merit to embedding mathematical practice in complex situations, Geary (1995) notes that there is a lot of reason to doubt how intrinsically motivating complex mathematics is to most students in any context.  The kind of sustained practice required to develop excellence in an advanced domain is not inherently motivating to most individuals and requires substantial family and cultural support.
Public Education Repair USA (PERUSA) Principle  

Glass, p. 262  …the encoding of representations in memory [initial learning] is not enough.  In order for encoding [learning] to have any functional significance, it must be followed by retrieval in the appropriate context.    

Teaching Principles

Anderson, p. 5   The results from the study of cognitive psychology have implications for improving intellectual performance.


Anderson, p. 308  Instruction is improved by approaches that identify the underlying knowledge elements and bring students to mastery of them all.  


Glass, p. 141  When you direct your [or a student’s] attention to an input in a particular location, the entire perceptual system is redirected towards it.


Anderson, p. 312  By carefully monitoring individual components of a skill and providing feedback on learning, intelligent tutors can bring students to rapid mastery of complex skills. 


Glass, p. 148  …practice on one task [drill] can reduce performance on another task. [Need for gear-shifting, as for area/volume.]


Glass, p. 171  So attention is not completely under voluntary control.


Glass, p. 177  Paying monetary rewards or telling participants that the task is a selection task for a high-paying job delays the onset of the decrement in performance.


Anderson (1980), pp. 250-251  Because in massed practice the skills involved in constructing the loop are being associated to similar contextual cues, the skills will show less long-term benefit of the practice.  This point has interesting implications for textbook writers, since the standard strategy in textbooks is to place similar exercises together.  A certain amount of repetition [drill] may be beneficial in allowing the student to apply a lesson learned in one problem to the next.  However, after the lesson is learned, it is unlikely that further repetition yields much benefit.  In keeping with this analysis, Gay (1973) has shown that spaced practice of algebra rules results in better retention than massed practice.   

What Cognitive Psychology Is
It is science, not theorism.

Anderson, p. 7   Only in the last 125 years has it been realized that human cognition could be the subject of scientific study rather than philosophical speculation. 

Anderson/Reder/Simon, p. 11  Even among radical constructivists, positions vary and some theorists seem to be making philosophical claims about the nature of knowledge rather than empirical claims.  Indeed, in the extreme, constructivism denies the relevance of empirical data to educational decisions.  However, some of the claims also have clear psychological implications that are not always supported.

Anderson/Reder/Simon, p. 17  In fact, cognitive psychology has now progressed a long way toward such a theory, and, as we have seen, a great deal is already known that can be applied, and is beginning to be applied, to improve learning processes.  [What is “known” is here called principles, not theory.]


Anderson/Reder/Simon, p. 12  The problem posed to psychology and education is to design a series of experiences for students that will enable them to learn effectively and to motivate them to engage in the corresponding activities. On all of these points, it would be hard to find grounds for disagreement between contructivists and other cognitive psychologists. The more difficult problem, and the one that often leads to different prescriptions, is determining the desirable learning goals and the experiences that, if incorporated in the instructional design, will best enable students to achieve these goals. Of course, arriving at good designs is not a matter for philosophical debate; it requires empirical evidence about how people, and children in particular, actually learn, and what they learn from different educational experiences.
Cognitive psychology is not on par with, but is much above, prior efforts to develop principles of psychology useful to those directing learning.


Anderson, p. 12  Cognitive psychology broke away from behaviorism in response to developments in information theory, artificial intelligence, linguistics, and neuroscience.   


Anderson, p. 172  Research on human memory has had a long history but had greatly intensified since the end of the behaviorist era.  


Medin/Ross, p. 22  Although cognitive psychologists are interested in individual differences, they usually believe that it is at least as important to study characteristics that people tend to share, since we cannot understand differences without first understand similarities.  That is, psychologists try to learn the principles underlying human thought and behavior that might give rise to individual differences.  

Cognitive psychology is more concerned with the learning mind than the brain.


Medin/Ross, p. 29  These observations encourage a computational approach to understanding the mind in which the focus is more on the functional characteristics of intelligence than on its physical realization.

Cognitive scientists operate in both the real world and the laboratory.


Medin/Ross, p. 46  We take ecological validity to refer to the idea of developing [descriptions of] cognitive processes operating in realistic, everyday situations.  ……we believe that the most challenging questions about the mind typically involve processes that are so natural we tend to take them for granted.

Memory is a critical issue.


Medin/Ross, p. 54  We can never detect learning except by evidence that the organism remembers something.  Conversely, there is no way to produce memory without learning.

Age-Related Developmental Issues

Glass, p. 185  The same neural system is involved in learning throughout a person’s life; the same basic parameters, such as frequency and distribution of repetition, that characterize infant learning are fundamental parameters of mature learning as well.  


Klahr, p. 218  From an early age, children show at least a rudimentary ability to distinguish between theory and evidence and they organize their understanding of the world into models that bear important resemblance to scientific theories.  

Anderson, p. 380  Children master language at a very early age and with little direct instruction.

Klahr, p. 14  …in simple contexts that are nearly devoid of domain- specific knowledge, professional scientists are not distinguishable from lay persons and even first graders can reason correctly about hypotheses and select appropriate experiments to evaluate them.


Anderson, p. 381  At about the age of ten, children start losing the ability to acquire a new language to high levels of proficiency.


Anderson, p. 424  Human development is delayed relative to that of other mammals to enable growth of a large brain and acquisition of a large amount of knowledge.  


Anderson, p. 431  Neural development is a more important contributor to cognitive development before the age of two than after.


Glass, p. 185  …the newly mobile toddler is engaged in the exploration of his world.  The repetitive use of language and routine of daily life great increase the number and strength of associations between representations into a semantic network.  


Klahr, p. 221  Chen and Klahr (1999) were able to devise a very brief but direct instructional intervention that gave children this powerful constraint on experiment-space search, and they demonstrated that, by 4th grade at least, children could transfer the skill to remote domains and contexts over a long period of time.


Anderson, p. 440  Age-related declines in rates of information processing are sometimes compensated for by increased knowledge and maturity.
Other Principles of Interest but Little Application

Anderson, p. 21   Information is represented in patterns of activation across many neurons and in the interconnections among neurons that allow these patterns to be reproduced.


Anderson, p. 159  Different instances are judged to be members of a category to different degrees, and more central members of a category have an advantage in processing.  [conjugation of irregular verbs?  “Has went?”]   


Anderson, p. 165  The effects of categorical structure can be explained either by assuming that subjects extract the central tendency of categories or that they store specific instances of categories.  


Anderson, p. 203  Even when subjects appear to have forgotten memories, sensitive tests can find evidence of some of these memories.  


Anderson, p. 238  Students can develop effective procedures for performing tasks without any ability to explain what they are doing. 
Anderson, p. 276  Insight problems are problems where solvers cannot recognize when they are getting close to a solution.
Myths


Glass, p. 318  [Addressing the myth that a person who is confident in recall is therefore accurate]  However, just because a person is confident, does not necessarily mean that the person is accurate [for recall].


Glass, p. 319  [Addressing the myth that traumatic events are not remembered] …memories of traumatic events are not and cannot be repressed.










Anderson/Reder/Simon, p. 9-10  Claim 4: Instruction needs to be done in a highly social environment.  [Rebuttal to myth]  While one must learn to deal with the social aspects of jobs, this is no reason why all skills required for these jobs should be trained in a social context. Consider the skills necessary to become a successful tax accountant. While the accountant must learn how to deal with clients, it is not necessary to learn the tax code or how to use a calculator while interacting with a client. 



Anderson/Reder/Simon, p. 11  [Addressing the myth that cooperative learning is always or usually better]  Our point is not to say that cooperative learning can not be successful nor sometimes better than individual learning. Rather, it is not a panacea that always provides outcomes superior or even equivalent to those of individual training.
Anderson/Reder/Simon, p. 13  There is a great deal of research showing that, under some circumstances, people are better at remembering information that they create for themselves than information they receive passively. However, this does not imply that people do not remember what they are told. Indeed, in other cases people remember as well or even better information that is provided than information they create… The argument that knowledge must be constructed is very similar to the earlier arguments that discovery learning is superior to direct instruction. In point of fact, there is very little positive evidence for discovery learning and it is often inferior… 
Ausubel, pp. 497-498 …actual examination of the research literature allegedly supportive of learning by discovery reveals that valid evidence of this nature is virtually nonexistent. It appears that the various enthusiasts of the discovery method have been supporting each other research-wise by taking in each other’s laundry, so to speak, that is, by citing each other’s opinions and assertions as evidence and by generalizing wildly from equivocal and even negative findings.

Anderson/Reder/Simon, p. 14  It is sometimes argued that direct instruction leads to "routinization" of knowledge and drives out understanding… An extension of this argument is that excessive practice will also drive out understanding.  This criticism of practice (called "drill and kill," as if this phrase constituted empirical evaluation) is prominent in constructivist writings.  Nothing flies more in the face of the last 20 years of research than the assertion that practice is bad.  All evidence, from the laboratory and from extensive case studies of professionals, indicates that real competence only comes with extensive practice. In denying the critical role of practice, one is denying children the very thing they need to achieve real competence. The instructional task is not to "kill" motivation by demanding drill, but to find tasks that provide practice while at the same time sustaining interest.  Substantial evidence shows that there are a number of ways to do this.
  
Anderson/Reder/Simon, p. 16  In constructivist writings, criticisms of the straw-man position typified by the quotation from Rorty are used to discredit the actual representational view of the mind employed in cognitive psychology.  As we have already pointed out in discussing the constructivist's first claim, modern cognitive [psychologists] emphatically do not assume that learning is a passive recording of experience.

Anderson/Reder/Simon, p. 19  [Addressing the myth that learning only takes place in a real-world context]  While it seems important both to motivation and to learning to practice skills from time to time in full context, this is not a reason to make this the principal mechanism of learning.

Glass, p. 153  A hypnotic trance is not something that one person, the hypnotist, induces in the other, but rather a state of consciousness that some people are able to voluntarily attain.  People develop no special abilities under hypnosis that they do not have when they are not hypnotized.  

Glass, p. 172  Lie detection is a case of pseudo-psychology run amok.
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